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<tr>
<td>MoU</td>
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</tr>
<tr>
<td>NATO</td>
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<tr>
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<td>NIST</td>
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</tr>
<tr>
<td>OEWG</td>
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</tr>
<tr>
<td>SAQ</td>
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</tr>
<tr>
<td>SBOM</td>
<td>Software Bill of Materials</td>
</tr>
<tr>
<td>SCO</td>
<td>Shanghai Cooperation Organisation</td>
</tr>
<tr>
<td>Traficom</td>
<td>Finnish Transport and Communications Agency</td>
</tr>
<tr>
<td>WTO</td>
<td>The World Trade Organisation</td>
</tr>
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Abstract

Supply chain attacks are among the most significant security concerns to nations. There are a variety of options to mitigate supply chain cybersecurity risks, yet none is perfect, especially for state-sponsored cyber threats. This paper focuses on preventative approaches and intends to give an overview of national practices in selected countries: Finland, Japan, the United Kingdom, and the United States.

There are no international legally binding rules or principles in the cybersecurity of the supply chain and a growing number of states perceive the need for national frameworks and mechanisms for ensuring the cybersecurity of the supply chain and globally common rules, as shown in some discussions ongoing at the UN. Western countries have developed frameworks at the regional and national levels based on their commonly shared perception that the supply chain is vulnerable to threats from adversarial foreign countries and that these threats must be effectively addressed by strengthening national regulations.

Despite a lack of binding agreements, all four countries reviewed in this paper have some domestic legislation or documents to regulate the supply chain and safeguard national security and foreign policy interests. Except for Japan, they passed laws addressing various cybersecurity issues. In the defence arena, all but Finland are comprehensive in covering almost all products and services, at least from the publicly available information. Finland’s regulations appear more limited in scope as they only focus on ‘the most critical parts of the communication network.’ The UK and the US are explicit in targeting high-risk vendors such as Huawei and particular countries such as China and Russia (in the case of the US) and strict requirements are imposed on domestic providers to remove these risk vendors from their network systems. Finland and Japan are implicit in this regard. However, all four nations have come to a similar practice by excluding or refraining from acquiring certain products and services made by certain countries.

National practices on the topic of the cybersecurity of the supply chain and the threat perceptions behind these practices vary between countries, including across the EU and NATO making it even more difficult to develop common international rules and standards. However, there is a pressing need to address the threats ahead of actual incidents since no country is exempt from supply chain cyberattacks and further exchange of good practices between countries is recommended in the UN GGE 2021 Report (para. 57 (b)). Transparency, objectivity and impartiality of these national approaches are key to success, as proposed in the UN GGE Report (para. 57 (a)).
1. Introduction

Supply chain attacks are significant security concerns to nations. The European Union Agency for Cybersecurity (ENISA) reported that there were 24 confirmed supply chain attacks between January 2020 and early July 2021 and more than 50% of these attacks were attributed to well-known state-sponsored cybercriminal groups. While analysis of these past cases and attribution is important from a law enforcement perspective, this paper focuses on preventative approaches and intends to give an overview of national practices in Finland, Japan, the United Kingdom, and the United States.

Concern about cyber threats in the supply chain is not new, but a perception as to what constitutes cyber threats to supply chain security may vary by country. There are also a variety of options to mitigate supply chain cybersecurity risks but none of these is perfect, especially for state-sponsored cyber threats. Think of an ICT company headquartered in a state where that company has close ties with authorities and its software products are widely used for critical infrastructure around the globe. Other scenarios may include gaining unauthorised access to a closed network and inserting backdoors to a victim’s computer terminal by perpetrators who may not even be in the country. In such cases, it is far from easy to arrest and punish criminals. What the US Congress did to Kaspersky products in 2017 was to remove them from government procurement, even though it was fully certified under the US government-run validation programme. Other countries are taking a similar approach.

With such national security interests in mind, this paper starts with frameworks at the regional level: the US-led Clean Network Initiative for 5G and the EU Toolbox of risk mitigating measures (Chapters 2 and 3). Chapter 4 explores what regulatory measures are in place in these countries and whether the measures are removing particular vendors or countries from the defence arena. To this date, there is no binding international agreement on this matter and only diplomatic negotiations at the UN provide a norm that is distinct from legally binding rules and principles. Chapter 5 confirms what has been agreed upon and what has yet to be agreed upon at the UN. With growing numbers of similar national approaches, more and more countries will become aware of the problem and this will help to shape international agreement. Chapter 6 seeks commonalities of the threat perception and measures in place with a view to looking for more legislative moves at regional and multilateral fora.

This report is written by Keiko Kono overall, and Chapter 3 is written in part by Samuele De Tomas Colatin. Legislative efforts in respective nations and international organisations are ongoing and this paper thus is not conclusive and definitive but a study, hoping to be followed by further analysis in the future.

---

2. United States’ ‘Clean Network’ Initiative for 5G

This is the US-led initiative announced by Secretary of State Pompeo on 29 April 2020 to provide a ‘clean path for all 5G network traffic coming into all of [US State Department systems... ] to keep our critical data and our networks safe from the Chinese Communist Party’.² It was later expanded to include a range of variations such as Clear Carrier, Clean Store, Clean Apps, Clean Cloud and Clean Cable in August of the same year.³ ‘Clean’, in this context, is removing any equipment produced by untrusted IT vendors such as Huawei and ZTE. According to the archived website of the US Department of State, 60 countries and regions and over 200 telecommunication companies had joined this Alliance by mid-January 2021.⁴ The EU and NATO also supported it and many member countries have signed a joint declaration or Memorandum of Understanding (MoU) on 5G security with the US. The list of countries is not available on the website but there is a graphic on transatlantic countries (see Figure 1).³ It is, however, unclear whether and how the Biden Administration has improved on the previous administration’s legacy. In the best-case scenario where all joint declarations and MoUs remain valid, 28 of the 31 NATO Allies and 26 of the 27 EU Members are still on board.⁶ It is not yet confirmed which nations in Europe are distorting themselves from the programme,⁷ apart from Hungary.⁸

The MoU/joint declaration may not have named China or Chinese companies explicitly, but it clearly indicates concerns over the control of suppliers by a foreign government. The Slovak Republic’s Joint Declaration on 5G Security signed on 23 October 2020, for example, provides as follows.

[Both countries] believe that a rigorous evaluation of suppliers and supply chains should take into account the rule of law; the security environment; ethical supplier practices; and a supplier’s compliance with security standards and best practices. Specifically, evaluations should be careful and complete and include especially the following elements:

⁶ The archived US DoS website cited in note 5 above shows that Clean Network include: 11 of 12 Three Seas nations. Among non-EU and NATO Allies, Albania, Canada, North Macedonia and Norway and UK can be confirmed as countries joining the program on relevant websites. As for other regions, Australia, Brazil, Georgia, India, Israel, Japan, Kosovo, New Zealand, Nauru, Dominica Republic, Ecuador, Eswatini, Ukraine can also be confirmed as member countries (region) of the program.
⁷ The two NATO nations may be Iceland, Montenegro or Turkey.
Whether the network hardware and software suppliers are subject, without independent judicial review, to control by a foreign government. [emphasis added]  

The Clean Network Alliance is merely a political pledge but it may have a significant effect on each country’s decision on which companies are considered ‘untrusted’, given that the US government at that time was explicit about the vision. It is no surprise that some European countries including Estonia, Poland, Romania and Sweden have imposed a ban on Chinese companies entering the 5G network market or are in the process of implementing it.

---


12 ‘Huawei Challenges Legality of 5G Bans in Poland, Romania,’ [Politico](https://www.politico.eu/article/huawei-hints-at-legal-action-against-5g-bans-in-poland-romania/), 2 November 2020,

13 ‘Romanian President Signs Bill Into Law to Ban Huawei from 5G,’ [Reuters](https://www.reuters.com/business/media-telecom/romanian-president-signs-bill-into-law-ban-huawei-5g-2021-06-11/), 11 June 2021,

14 ‘Huawei Appeals Sweden’s 5G Equipment Ban,’ [5G Observatory](https://5gobservatory.eu/huawei-appeals-swedens-5g-equipment-ban/), 2 October 2021,

Finbarr Bermingham, ‘Huawei 5G Ban is Upheld by Swedish Court in Further Blow to Chinese Telecoms Giant’s European plans,’ [South China Morning Post](https://www.scmp.com/news/china/article/3138369/huawei-5g-ban-upheld-swedish-court-further-blow-chinese-telecoms-giants), 23 June 2021,
The need to build a framework dealing with the security of the supply chain of new technologies became evident in 2019 when a resolution of the European Parliament referred to the security threats concerning the rising Chinese technological presence in the EU; the Huawei – ZTE issue. The threat prompted the Commission to call on member states to complete a coordinated national risk assessment of 5G network infrastructure and forward the results to both the EU Commission and ENISA. The goal of the surveys was to highlight the main threats and threat actors affecting 5G networks as well as relevant technical and non-technical factors that could endanger their configuration and procurement process.

The first practical attempt to identify remedies to these security challenges is the cybersecurity of 5G networks - EU Toolbox of risk mitigating measures (‘the Toolbox’) published by the NIS Cooperation group on 29 January 2020. The Toolbox has been identified as the main EU ‘risk mitigation policy instrument’ to recommend strategical, technical and supporting actions to address risks related to 5G networks and interdependencies between 5G networks and critical infrastructure across EU member states. Neither the Toolbox nor any other document names a supplier or country, but the vulnerabilities and risk scenario described in the EU Coordinated Risk Assessment Report identify both technical and non-technical threats originating from a foreign government. The Toolbox itself is not a binding instrument, but rather a coordinated set of risk management best practices and member states have a strong reason to implement it. However, it is up to individual member states to choose how to implement mitigation measures. They decide on what measures must be taken according to circumstances and their assessment of risks and in particular, which vendor or country poses threats and consequent gaps in existing national regulations. So far there has been a divergent approach across member states and the high dependency on a single vendor persists. A court case was pending at the International Centre for Settlement of Investment Disputes (ICSID) as Huawei v Sweden at the time of writing. Sweden was

21 Janka Oertel, ‘On 5G, Brussels is Up to the Job,’ European Council on Foreign Relations, 3 February 2020, https://ecfr.eu/article/commentary_on_5g_brussels_is_up_to_the_job/
22 ‘EU Nations Divided on 5G Security, Auditors Say,’ Euractiv, 8 January 2021, https://www.euractiv.com/section/5g/news/eu-nations-divided-on-5g-security-auditors-say/
23 Pernik, Jančárková, Kaska, Ruuto, Gheorghevici and Beckvard, ‘Research Report Supply Chain and Network Security for Military 5G Networks,’ p. 9,

3. EU
the first country in the EU to exclude Huawei products from the 5G network,\textsuperscript{25} and Stockholm’s Administrative Court of Appeal upheld a court of first instance’s decision in June 2022.\textsuperscript{26}

No single certification scheme yet exists to ensure the supply chain security of 5G networks, ICT products and cloud services but common candidate EU cybersecurity certification schemes are in development.\textsuperscript{27} These are EUSG,\textsuperscript{28} EUC (Common Criteria-based European candidate cybersecurity certification scheme),\textsuperscript{29} and EUCS (European Cybersecurity Certification Scheme for Cloud Services). Once these come into effect, they will supersede existing national schemes, although certification is voluntary.\textsuperscript{30}

On 12 March 2019, the European Parliament asked the Commission to enlarge the scope of the NIS Directive to cover other critical sectors and services that are not covered by specific-sector legislation.\textsuperscript{31} On 9 June 2020, the Commission welcomed the European Parliament’s proposal and on 16 December 2020 circulated a new proposal for an empowered legal instrument that would repeal the NIS Directive 2016/1148.\textsuperscript{32} This new proposal directly mentions cybersecurity and the protection of the supply chain of ICT services, systems and products. The new NIS Directive (NIS2) came into effect on 16 January 2023.

Its Chapter II Article 7 requires member states to include a specific policy addressing cybersecurity in the supply chain for ICT products and services used by essential and important entities for the provision of their services as part of their cybersecurity strategy. Article 21 expects essential and important entities of each Member State to take the risks management measures considering security-related aspects of the supply chain including the relationship between each entity, supplier or service provider such as data storage and processing services or managed security services. The aim is to strengthen control of the development procedures of the products and services used by member states’ essential and important entities. Article 22 recognises the importance of the

\textsuperscript{25} ‘Huawei is Taking Sweden to Court After the Country Banned its 5G products,’ Euronews, 31 January 2022, https://www.euronews.com/next/2022/01/31/huawei-is-taking-sweden-to-court-after-the-country-banned-its-5g-products
\textsuperscript{29} The group focuses on specific use cases for cybersecurity certification such as the supply and deployment of identified 5G network equipment, management of subscriber identities, remote SIM provisioning, 5G authentication (including roaming) and subscriber connectivity services. ENISA, ‘Call for Applications for the ad hoc Working Group on the Preparation of a Candidate EU 5G Cybersecurity Certification Scheme,’ ENISA, June 2021.
Cooperation Group and ENISA in carrying out risk assessments of specific critical ICT services systems or products supply chains by considering both technical and non-technical factors. A newly created ‘ICT Supply Chain Toolbox’ is expected to complement the coordinated security risk assessments provided in Article 22(1), ‘leveraging experiences from the 5G Toolbox and those gained at national level’.33

Further development was underway at the time of writing and the Commission has submitted a proposal for a regulation on cybersecurity requirements for products with digital elements known as the Cyber Resilience Act. It aims to improve supply chain security by imposing obligations and responsibilities on manufacturers, distributors and importers. These obligations include an assessment of the cybersecurity risks associated with a product with digital elements and drawing up of the technical documentation (including a cybersecurity risk assessment), an exercise of due diligence when integrating third-party-source components in products, effective handling of vulnerabilities and an undertaking a conformity assessments procedure under the Regulation (Article 10).34

4. Four National Approaches to Controlling the Supply Chain Cybersecurity

Some nations have regulations with specific reference to 5G and others do not. The overview of regulatory measures in four countries analysed below includes both, based on publicly available information.

4.1 Finland

The relevant domestic law in Finland is the Act on Electronic Communications Services which was passed in 2020 and came into effect on 1 January 2021.35 The aim of the reform is explained by the Finnish government as the implementation of EU instruments including the Toolbox.36 Of particular note are the newly added provisions: Article 244a (Equipment used in critical parts of the communication network) and 244b (Network Security Advisory Board). Article 244a stipulates that a communications network device may not be used in a critical part of both the public telecommunications network and a dedicated network connected to the public communications network essential to vital functions of society, such as nuclear power plants, ports, airports if there are serious grounds to suspect that its use would endanger national security or defence in such a way as to enable foreign intelligence or activities to disrupt, paralyse or otherwise adversely affect Finland’s vital interests or social order. According to a government proposal on an amendment submitted to Parliament on 11 June 2020, ‘endanger[ing] national security’ includes activities that threaten people’s lives or health or the vital functions of society, the activities of a foreign state that may cause damage to Finland’s international relations, economic or other important interest, or foreign intelligence activities.37

The Act aims only for ‘the most critical parts of the network – understood as the most central nodes of network traffic’.38 The Finnish Transport and Communications Agency (Traficom) issued a guidance39 on 19 May 2021 (effective the next day) entitled ‘Regulation on Critical Parts of a Communications Network,’ which lists the functionalities of a communications network (Section 4), a 4G network (Section 5) and a 5G network (Section 5) as such. Telecommunications operators and dedicated network operators are required to identify critical parts

35 The Act on Electronic Communication Services (Laki sähköisen viestinnän palveluista), 7.11.2014/917, Finlex (an online database of up-to-date legislative and other judicial information of Finland), https://www.finlex.fi/fi/laki/ajantasla/2014/20140917 (in Finnish)
and components and maintain up-to-date documentation. They are also required to assess whether a base station in their dedicated network constitutes a critical part, taking into consideration several factors\textsuperscript{14}, including geographical coverage and the base station’s share of the network traffic (Section 3).

Traficom’s roles under Article 244a of the Act also include providing advice to and consulting with the owners or operators of networks and ordering the removal of suspicious devices from their networks. The owners or operators have the right to compensation for removing devices.\textsuperscript{40}

Under Article 244b, the Advisory Board for Network Security was set up in February 2021 to monitor the development of communications networks and technology and make proposals for improving network security.\textsuperscript{41} The Board is chaired by the Director General of the Ministry of Transport and Communications and composed of representatives of the ministries of Foreign Affairs, Defence, Interior, Economic Affairs and Employment and Finance, and also of the private sector (see Figure 2).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{National framework in Finland regarding cybersecurity of 5G networks\textsuperscript{42}}
\end{figure}

The Act does not name any particular company or country of origin as a banned actor\textsuperscript{43} and it remains to be seen how the Act will be applied by the Finnish government. As yet there has been no confirmed case of removing a particular vendor in Finland but few if any Finnish companies or government organisations have purchased equipment from Chinese suppliers,\textsuperscript{44} perhaps because a national supplier (Nokia) dominates the domestic market. However, assuming that Finland participated in the Clean Network programme and the joint declaration with the US is still valid, any device and equipment produced by Huawei or other Chinese vendors is unlikely to

\textsuperscript{40} Ibid., p. 6.
\textsuperscript{42} Alkio and Rouvinen, ‘Implementing the 5G Toolbox: Could Finland Serve as a Model for the Other EU Countries?’, p. 6.
\textsuperscript{44} An email correspondence by a Finnish government official to an inquiry from the author in the winter of 2021.
be procured for future networks and will be removed from existing networks, regardless of the Act being seemingly neutral to any particular country.

4.2 Japan

(A) Regulation Across the Government

There is no Japanese legislation in respect of government procurement of information systems and equipment and services, but there is a document entitled ‘Understanding (Agreement) on Government Procurement Policy and Procurement Procedures for IT Goods and Services applies across government organisations’. The Understanding was agreed upon on the 10th of December 2018 at a joint meeting of the Cybersecurity Measures Promotions Committee of (the Cybersecurity Strategic Headquarters (CSSH)) and the Liaison Meeting of the Chief Information Officers (CIOs) of government agencies. In addition, all government ministries and agencies (25 in total), incorporated administrative agencies (IAAs) (87 in total) and certain designated agencies under the Basic Act on Cybersecurity (9 in total) are also covered by the Understanding. The information systems, equipment and services covered under the Understanding are categorised into nine groups in Annex II: 1) communication line device, 2) server device, 3) terminal, 4) multifunction device (e.g., printer), 5) application-specific equipment, 6) software, 7) peripheral equipment, 8) external data storage medium, 9) services.

Under Annex III of the Understanding, these organisations are required to assess cybersecurity risks to the supply chain ahead of procurement procedures if the system is involved with national security and public order; the handling of classified information or sensitive information where leaking or manipulation may cause social or economic disruption; personal data; a LAN or foundation system that significantly affects government function in an event of suspension; or one with a high running cost.

They are also required to consult the National centre of Incident readiness and Strategy for Cybersecurity (NISC) and the Digital Agency for advice on mitigation measures and possible replacement with alternative items. According to the NISC, it advised 1,869 times in 2019 (risks were identified in 89 cases) and this rose to 3,325 in 2020 (risks in 190 cases). However, further information on which vendors were thought to be causing concern

47 The CSSH was established under the Cabinet in 2015 and is in charge of setting out the standards of cyber security measures for government organisations, in addition to preparing a draft cybersecurity strategy (Article 26 (1) of the Basic Act on Cybersecurity (「サイバーセキュリティ基本法」), Act No. 104 of 2014). Japanese Law Translation Database System, https://www.japaneselawtranslation.go.jp/en/laws/view/3677; See organisation chart about the CSSH, https://www.nisc.go.jp/eng/pdf/Implementation_Framework.pdf
is not publicly available. The Chinese embassy in Tokyo reportedly showed discontent although the Understanding does not name a vendor or country.⁵¹

Concerning 5G, spectrum allocation started in April 2019 with four mobile carriers. The Ministry of Internal Affairs and Communications (MIC), as the regulator, imposed conditions on the required level of cybersecurity measures for the supply chain, referencing the Understanding when approving rollout plans submitted by the carriers.⁵² The Understanding also has become a requirement to be met for 5G network system operators when they apply for a loan and tax breaks under Article 7 of the Act on Promotion of Developing, Supplying and Introducing Systems Making Use of Specified Advanced Information and Communications Technologies of 2020.⁵³

(B) Regulations at the MOD

The MOD is subject to the Understanding along with other government organs but has another standard: an effect on mission execution by the Japanese Self-Defense Forces (JSDF) which requires special provisions for supply chain security in a specification sheet for a tender, depending on the level of the impact.⁵⁴ For critical defence equipment, suppliers are required to submit the company’s information on management, how to ensure supply chain security and audit. Suppliers are also strongly encouraged to offer products that meet Common Criteria Evaluation Assurance Levels (EAL) level 4.⁵⁵ The MOD also seeks the NISC’s advice on procurements including on items listed in the Understanding, except for domestic products and that in use by US forces in Japan.

---

4.3 United Kingdom

(A) MOD’s Cyber Security Model

A consideration of the cybersecurity risk in the supply chain is found in the National Cyber Security Strategy published in 2011. In respect of the MOD’s policy on defence procurement, an application of the mandatory Cyber Essentials Scheme was extended to all MOD suppliers from 1 January 2016 onward. Suppliers for the MOD are required to be certified to bid for contracts.

The MOD has had a mandatory Cyber Security Model (CSM) in place since 2017 to protect MOD Identifiable Information from the cyber threat. The CSM comprises three steps: risk assessment, a supplier assurance questionnaire (SAQ) to be completed by suppliers to show suppliers meet the requirements of this risk, and an assessment of the SAQ by the authority. In the case of the contract between the MOD and the supplier, the MOD is the authority. The supplier becomes the authority for a contract between them and a sub-contractor.

---

56 An interview to the Japan MOD officials in charge by the author on 13 October 2022.
62 MOD Identifiable Information means all Electronic Information which is attributed to or could identify an existing or proposed MOD capability, defence activities or personnel and which the MOD requires to be protected against loss, misuse, corruption, alteration and unauthorised disclosure. UK MOD, ‘Guidance: Cyber DEFCON 658,’ 10 September 2021, https://www.gov.uk/government/publications/defence-condition-658-cyber-flow-down/cyber-defcon-658#definitions-1
(B) Telecommunications (Security) Act 2021

Huawei used to be the largest vendor until July 2019 when UK Telecoms Supply Chain Review Report was published. The cybersecurity risk from Huawei was described as ‘moderate’ in the report, although its ties with the Chinese government under the Chinese National Intelligence Law 2017 were noted. In January 2020, the UK government announced a new plan for 5G and full-fibre networks which would exclude Huawei as a high-risk vendor (HRV) from security-critical network functions and sensitive locations and limit it to a minority presence in other network functions up to a cap of 35%. In July 2020, the UK government updated its plan following the National Cyber Security Centre’s (NCSC) analysis of an additional sanction imposed by the US Department of Commerce on Huawei on 15 May that year and decided that the procurement of Huawei equipment should be banned from 31 December and that all Huawei equipment should be removed from 5G networks by 2027. The report included proposals to the government for the UK to have a new robust security framework for 5G, a full-fibre network, and new legislation for cyber security in the telecoms sector. The Telecommunications (Security) Bill 2021 was introduced to Parliament by the government on 24 November 2020 and passed into law on 17 November 2021.

The Act brings a new duty on providers to take security measures to identify and reduce the risks of security compromises and make such compromises (Section 105A). The Office of Communications is provided with a wide range of powers and responsibilities such as assessing and enforcing providers’ compliance with their security duties (Sections 6 and 7), reporting to the Secretary of State on security-related matters (Section 11), requiring and sharing security-related information (Section 12), monitoring a provider’s compliance with a designated vendor direction (including inspection) and reporting this information to the Secretary to State (Sections 18 and 19).

The Act gives new powers to the Secretary of State to handle the risks posed by HRVs if there is no way of mitigating the threat. Under Section 105Z8 (3), the Secretary of State may issue a designation notice if the Secretary of State on security duties (Sections 6 and 7), reporting to the Secretary of State on security-related matters (Section 11), requiring and sharing security-related information (Section 12), monitoring a provider’s compliance with a designated vendor direction (including inspection) and reporting this information to the Secretary to State (Sections 18 and 19).

The Act gives new powers to the Secretary of State to handle the risks posed by HRVs if there is no way of mitigating the threat. Under Section 105Z8 (3), the Secretary of State may issue a designation notice if they consider it necessary in the interests of national security, taking account of various factors listed in subsection (4) (a)-(l), including:

- the strategic position or scale of the vendor in UK networks;
- the strategic position or scale of the vendor in other telecoms networks, particularly if the vendor is new to the UK market;

67 Ibid., p. 25, paras. 3. 15-3. 16.
71 The UK Secretary of State for Digital, Culture, Media and Sport, ‘UK Telecoms Supply Chain Review Report,’ p. 6.
73 Ibid., Section1, https://www.legislation.gov.uk/ukpga/2021/31/section/1/enacted; Explanatory Notes, p. 12.
- the quality and transparency of the vendor’s engineering practices and cyber security controls;
- the vendor’s resilience both in technical terms and in relation to the continuity of supply to UK operators;
- security laws in the jurisdiction where the vendor is based and the risk of external direction that conflicts with the interests of national security (emphasis added);
- the relationship between the vendor and the vendor’s domestic state apparatus; and
- the availability of offensive cyber capability by that domestic state apparatus, or associated actors, that might affect the national security of any country or territory.  

Section 105Z1 provides that the Secretary of State may issue a ‘designated vendor direction’ to a public communication provider regarding requirements on their use of goods, services, or facilities supplied by a vendor designated under section 105Z8 only if considered necessary in the interests of national security by the Secretary of State and proportionate to what is sought to be achieved by the direction in subsections (1) and (2). On receipt of a direction, a public communications provider must comply with it (Section 105Z1(7)). In case of non-compliance, the Secretary of State may issue a notification of contravention to a provider, in which the penalty is shown (Section 105Z18). The penalty amount is either 10 % of the turnover of a provider’s relevant business for the relevant period (Section 105Z19, subsection (2)), or £100,000 per day when the contravention continues (ibid., subsection (3)). A Huawei Draft Designation notice and Huawei Draft Designated Vendor Direction were published on the UK government website in November 2020 and its final version was issued October 2022. The Designation Notice, in particular, cited cyberattacks by the Chinese State and associated actors, harmful activities enabled by Chinese laws including the National Intelligence Law 2017, the concerning quality of both cyber security and engineering on Huawei’s products and services and the US sanctions imposed against Huawei, as giving rise to unacceptable risks to national security.

In May 2021, the UK government released the Supply Chain Cyber Security Call for Views to seek insight across the industry, in particular, on how to effectively manage supply chain cybersecurity risks arising out of contracting Managed Service Providers. Many respondents pointed out that cloud and software vendors can be a key source of supply chain risk to customer organisations by providing attractive targets to malicious actors. They also claimed that they were in a weak position to be able to request information or require more stringent cyber security practices and that the lack of cybersecurity standards such as certification or audit systems was enabling new providers with inadequate practices to enter the UK market. As a result, many respondents gave a positive perspective on increasing government intervention. Of particular note is ‘setting minimum requirements (on Managed Service Providers) in public procurement’ (92% of respondents responded as effective), ‘developing

---

77 Ibid., Section 20, https://www.legislation.gov.uk/ukpga/2021/31/section/20/enacted
new or updated legislation’ (82%), and ‘creating a set of target regulatory guidance to support critical infrastructure sector regulations’ (92%).

### 4.4 United States

The US is the most extensive in addressing supply chain cybersecurity problems. Its regulatory measures are expanding, ranging from export restrictions to a ban on procuring Chinese equipment in the US network system, an action that dates back more than a decade. This section only touches on regulatory measures associated with the supply chain.

**(A) Export Restrictions**

US practice on export restrictions has affected other countries’ policies including the UK’s *Telecom Supply Chain Review Report*. The US Export Administration Regulation was amended on 16 May 2019 to add Huawei and 68 non-US affiliates of Huawei based on its conclusion that Huawei’s activities are contrary to the US national security or foreign policy interest. As a result of the additions, the export, re-export, or transfer (in-country) of any item subject to the Export Administration Regulations (EAR) to Huawei or any of its affiliates was restricted. The motivation behind the decision was that Huawei and its affiliates were indicted in federal court on thirteen counts for violations of the International Emergency Economic Powers Act (IEEPA) and conspiracy to violate the Act concerning transactions with Iran. On 15 May 2020, the Department of Commerce announced further restrictions given that the use by Huawei of US software and technology continued after its addition to the Entity List. The foreign-produced direct product rule was amended to prevent Huawei from using US technologies in semiconductor production, which influenced the UK government’s decision to ban Huawei in the UK.

**(B) Transactions Prohibitions**

In Executive Order (EO) 13873 of 15 May 2019, President Trump declared a national emergency, finding that foreign adversaries are increasingly creating and exploiting vulnerabilities in information and communication technology and services and committing malicious cyber-enabled actions, including economic and industrial

---


Espionage against the US. To address this threat, the acquisition, importation, transfer, and installation were prohibited when the Secretary of Commerce, in consultation with other agency heads, determined that:

(i) The transaction involves [ICTS] designed, developed, manufactured, or supplied, by persons owned by, controlled by, or subject to the jurisdiction or direction of a foreign adversary; and

(ii) The transaction:

(A) poses an undue risk of sabotage to or subversion of the design, integrity, manufacturing, production, distribution, installation, operation, or maintenance of ICTS in the US;

(B) poses an undue risk of catastrophic effects on the security or resilience of US critical infrastructure or the digital economy of the US; or

(C) otherwise poses an unacceptable risk to the national security of the US or the security and safety of US persons.\(^87\)

Reportedly, the US government intended to apply the Order to Huawei, by adding it and its affiliates to the Entity List at the same time that the Order was issued, although White House officials denied that claim.\(^88\)

On the 9\(^{th}\) of June 2021, Executive Order 14034 was issued to elaborate on additional measures to be taken under EO 13873, in particular, to address the risks related to connected software applications (CSA).\(^89\) Unlike the previous Order, EO 14034 names China as a foreign adversary as it ‘among others, continues to threaten the national security, foreign policy and economy of the US.’ The Order also listed potential indicators to consider when evaluating CSA-related risks. The following are especially foreign adversary-related risks:

- ownership, control, or management by persons that support a foreign adversary’s military, intelligence, or proliferation activities;
- use of the [CSA] to conduct surveillance that enables espionage, including through a foreign adversary’s access to sensitive or confidential government or business information, or sensitive personal data;
- ownership, control, or management of [CSA] by persons subject to coercion or cooption by a foreign adversary.\(^90\)

(C) Prohibitions on the Use of Risky Equipment and Services in Federal Procurement\(^91\)

The National Defense Authorization Act for Fiscal Year 2018 (2018 NDAA) banned the Defense Department from procuring or obtaining equipment or services from Huawei or ZTE for anything involved with nuclear deterrence

\(^87\) Ibid., pp. 22689-22690.


\(^90\) EO 14034, p. 31423. Other indicators are as follows: ownership, control, or management of [CSA] by persons involved in malicious cyber activities; a lack of thorough and reliable third-party auditing of [CSA]; the scope and sensitivity of the data collected; the number and sensitivity of the users of the [CSA]; and the extent to which identified risks have been or can be addressed by independently verifiable measures.

\(^91\) See also Mulligan and Linebaugh, ‘Huawei and U.S. Law,’ pp. 19-25.
or homeland defence. 92 It also prohibited all federal entities from using any hardware, software or services provided by Kaspersky Lab, any successor entity or entity associated with Kaspersky. 93 Kaspersky has already its encryption technologies certified as compliant with the Federal Information Processing Standards (FIPS) 140-2 in 2016. 94 Shortly after the NDAA was signed by the President, two Kaspersky entities filed complaints at the District Court for the District of Columbia, which granted the government’s motions to dismiss. The Court of Appeals upheld the District Court’s dismissal. 95 The 2019 NDAA expanded its list of equipment vendors by adding three other Chinese companies. All executive agencies were prohibited from purchasing and obtaining equipment and using a loan or granting funds for that purpose from Hytera Communications Corporation, Hangzhou Hikvision Digital Technology Company and Dahua Technology Company (their subsidiary and affiliates included) in addition to Huawei and ZTE. 96 Huawei filed a complaint similar to that of Kaspersky in the District Court for the Eastern District of Texas in 2019 to invalidate the NDAA, but its claim was denied. 97

The Federal Communications Commission’s (FCC) initiative began in April 2018 when it proposed ‘targeted action’ at particular vendors to safeguard US communications networks against a national security threat. Assessing the discussions over the past couple of years at the White House, Congress and the 2018 NDAA, the FCC proposed a rule that certain federal funds (in this case, Universal Service Funds (USF)) may not be used to purchase or obtain any equipment or services that pose a threat to the integrity of communications networks or the communications supply chain and sought comments on how to implement and enforce it. 98 It cited as legal authority the United States Code, Title 47, Sections 201 (b) 99 and 254. After collecting inputs and looking at further restrictions imposed by the government on Huawei and ZTE, the FCC made an initial designation of these

93 Section 1634 of the 2018 NDAA.
99 ‘The Commission may prescribe such rules and regulations as may be necessary in the public interest to carry out the provisions of this chapter [on Wire or Radio Communication].’ The U.S. Government Publishing Office, p. 43, https://www.govinfo.gov/content/pkg/USCODE-2021-title47/pdf/USCODE-2021-title47-chap5-subchapII-partI-sec201.pdf#text=[b]%20All%20charges%2C%20practices,communications%20by%20wire%20or%20radio
two vendors and their affiliates as national security risks on 22 November 2019 and final designations on the same vendors on 30 June 2020. Huawei’s attempt to overturn FCC’s designation was unsuccessful. The list of covered vendors for this purpose (the Covered List) was updated on 12 March 2021 under the Secure and Trusted Communications Networks Act of 2019, and Hytera Communications Corporation, Hangzhou Hikvision Digital Technology Company and Dahua Technology Company were added under the 2019 NDAA.

For equipment and services to be listed in the Covered List, they must meet the following requirements pursuant to section 2(b) (2) of the Secure and Trusted Communications Networks Act:

section 2(b)(2) [communication equipment of services] capable of-

(A) routing or redirecting user data traffic or permitting visibility into any user data or packets that such equipment or service transmits or otherwise handles:

(B) causing the network of a provider of advanced communications service to be disrupted remotely; or

(C) otherwise posing an unacceptable risk to the national security of the US or the security and safety of US persons.

Under the Code of Federal Regulations Title 47, § 1.50002, a determination to update the Covered List is to be made by any executive branch interagency body or the Department of Commerce under Executive Order no. 13873; or in line with Section 889 of the 2019 NDAA; or a specific determination made by an appropriate national security agency.

The Secure and Trusted Communications Networks Act also set up a reimbursement programme (Secure and Trusted Communications Networks Reimbursement Programme (SCRP)) to reimburse eligible providers for the cost of removal, replacement, and disposal of equipment and services provided by Huawei or ZTE that was obtained on or before 30 June 2020.

---


104 FCC, List of Equipment and Services Covered By Section 2 of The Secure Networks Act, https://www.fcc.gov/supplychain/coveredlist


106 On 27 December 2020, the Consolidated Appropriations Act of 2021 was enacted in order to appropriate $1.9 billion to ‘carry out’ the SCRP and to amend the Program’s eligibility to add smaller providers with 10 million or fewer subscribers (FCC, Protecting Against National Security Threats to the Communications Supply Chain Through FCC Programs, Federal Register, Vol. 86, 6 October 2021, pp. 55515-55516, https://www.govinfo.gov/content/pkg/FR-2021-10-06/pdf/2021-21783.pdf). The application for reimbursement was due on 28 January 2022 on the dedicated website of FCC (FCC, ‘Protecting Against National Security Threats to the Communications Supply Chain Through FCC Programs,’ https://www.fcc.gov/supplychain).
On 11 November 2021, the Secure Equipment Act of 2021 was enacted\(^\text{107}\) requiring that equipment and services purchased with private funds be subject to FCC authorisation\(^\text{108}\) and thereby FCC shall no longer review any application for equipment authorisation for Huawei and other Chinese vendors’ equipment on the Covered List (section 2. (a)(2)). More additions of Chinese products are planned. However, an expert criticises the Act arguing that the Act is ‘woefully deficient in size and scope’ by leaving out components in Apple or HP laptops or off-brand inexpensive IoT devices.\(^\text{109}\)

(D) Prohibition on Use of Risky Software in Federal Procurement

On 12 May 2021, Executive Order 14028 on Improving the Nation’s cybersecurity was signed by President Biden.\(^\text{110}\) Section f of the Order focuses on the supply chain security of software procured by federal agencies, with a particular emphasis on ‘critical software’; software that performs functions critical to trust (Sec.4 (a)). The Order assigned the National Institute of Standards and Technology (NIST) several tasks and all the assignments were complete at the time of writing.\(^\text{111}\)

The Federal Acquisition Regulation (FAR) is subject to review by the Secretary of Homeland Security to the FAR Council regarding contract language\(^\text{112}\) in federal procurement (Sec. 4 (o)). The amendment aims to ‘provide contracting officers with a single, consolidated location in the FAR for cybersecurity supply chain risk management requirements’ and the process was still underway at the time of writing with a progress report due 29 March 2023.\(^\text{113}\) After amendment of the FAR, federal agencies will be required to remove software that does not meet the requirements of the amended FAR (Sec. 4 (p)).

The Order also made it mandatory to create a Software Bill of Materials (SBOM) for a software package, which will help mitigate risks of software supply chain security.\(^\text{114}\)


\(^{111}\) NIST, ‘Fact Sheet: Executive Order on Improving the Nation’s Cybersecurity,’ May 2022, [https://www.nist.gov/system/files/documents/2022/05/24/E0%20Fact%20Sheet.pdf](https://www.nist.gov/system/files/documents/2022/05/24/E0%20Fact%20Sheet.pdf)


\(^{114}\) After the National Telecommunications and Information Administration (NTIA) published ‘The Minimum Elements For a [SBOM] in accordance with the Order sec. 4 (f), the Enduring Security Framework (ESF) has published Recommended Practices Guide for both developers and suppliers in the autumn 2022, [https://www.nsa.gov/About/Cybersecurity-Collaboration-Center/Cybersecurity-Partnerships/ESF/](https://www.nsa.gov/About/Cybersecurity-Collaboration-Center/Cybersecurity-Partnerships/ESF/)
5. United Nations

The UN Group of Governmental Experts (GGE) on Advancing Responsible State Behaviour in Cyberspace in the Context of International Security is the first multinational forum to deal with the topic of the cybersecurity of the supply chain. The supply chain is referred to in both the 2011 and 2015 versions of the International Code of Conduct for Information Security proposed by China, Russia, Tajikistan, Uzbekistan and other nations participating in the Shanghai Cooperation Organisation (SCO). Yet these proposals did not lead to further discussion at the UN.

Following the 2013 and 2015 reports, the UN GGE 2021 Report elaborates on the supply chain more in the context of a norm for the responsible behaviour of states. Its Norm 13(i) repeats paragraph 13(i) of the 2015 report by providing that ‘States should take reasonable steps to ensure the integrity of the supply chain so that end users can have confidence in the security of ICT products. States should seek to prevent the proliferation of malicious ICT tools and techniques and the use of harmful hidden functions’ and subsequent paragraphs 56-59 list ‘an additional layer of understanding (of GGE) to’ the norm as follows [emphasis added]:

Para. 57 Reasonable steps can include:

(a) Putting in place at the national level comprehensive, transparent, objective and impartial frameworks and mechanisms for supply chain risk management;

(b) Establishing policies and programmes to objectively promote the adoption of good practices by suppliers and vendors of ICT equipment and systems;

(c) Increased attention in national policy and in dialogue with States and relevant actors at the UN and other fora on how to ensure all States can compete and innovate on an equal footing;

(d) Cooperative measures such as exchanges of good practices on supply chain risk management; developing and implementing globally interoperable common rules and standards for supply chain security.

In relation to the second paragraph of Norm 13(i), para. 58 recommends:

(a) States may also consider establishing independent and impartial certification processes.

(b) Legislative and other safeguards that enhance the protection of data and privacy.

(c) Measures that prohibit the introduction of harmful hidden functions and the exploitation of vulnerabilities in ICT products.

Thus, each country is urged to take reasonable steps such as setting up national frameworks and mechanisms including the certification process, and developing international rules and standards to ensure the integrity of the supply chain. The concept of Norm 13(i) of the GGE 2021 Report is shared in paragraph 28 of the Final

Substantive Report the Open-Ended Working Group (OEWG) adopted unanimously in March 2021,\textsuperscript{121} which means that there is consensus among UN member states but not on what common rules and standards would be developed. National approaches like those of the UK and the US will encounter objections from China and other nations sympathetic to China, which may hinder the codification of those practices into international rules. Aside from rule-making at the international fora, it is not unlawful for individual nations to take restrictive measures against particular nations by reasons of the supply chain unless forbidden under international trade law including the WTO legal framework.\textsuperscript{122}


6. Conclusions

There are no international legally binding rules or principles in the field of cybersecurity of the supply chain and a growing number of states perceive a need for national frameworks and mechanisms and for globally common rules for that purpose, as shown in some discussions ongoing at the UN. Western countries have developed some frameworks at the regional and national levels based on their commonly shared perception that the supply chain can be vulnerable to threats from adversarial foreign countries. From the overview of national regulative measures in the four countries reviewed by this paper, the commonalities are shown in Table 1.

Table 1: Comparison of National Approaches

<table>
<thead>
<tr>
<th></th>
<th>Finland</th>
<th>Japan</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legally regulated at the domestic level?</td>
<td>○</td>
<td>△</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>All items/contracts covered in MOD/DOD?</td>
<td>△</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Listing of specific country’s products in regulations?</td>
<td>×</td>
<td>×</td>
<td>○ (China)</td>
<td>○ (Russia, China)</td>
</tr>
<tr>
<td>Excluding (or not acquiring) of specific country’s products in practice?</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

**Symbols**
- ○: well-regulated, △: partially regulated, ×: not regulated

**Notes**
1. Understanding between Ministries plus local regulation in each organisation.
2. The most critical parts of the communication network are covered.
3. All new contracts on information technologies products and services.
4. All new contracts involving the electronic exchange of MOD Identifiable Information (See the definition in note 62).
5. All contracts involving designated vendors.

Despite a lack of binding agreements, all four countries reviewed in this paper have domestic legislation or documents to regulate the supply chain to safeguard national security and foreign policy interests. All except Japan have legislation on this matter and all but Finland appear more comprehensive in covering almost all products and services, at least according to the publicly available information. Finland’s regulations appear more limited in scope, as they only focus on ‘the most critical parts of the communication network.’

The UK and US are explicit in targeting particular high-risk vendors such as Huawei and particular countries such as China or Russia and strict requirements are imposed on domestic providers to remove these high-risk vendors from their networks. Finland and Japan are not so specific. However, all four have come to a similar practice by excluding or refraining from acquiring certain products and services made by certain countries.
National practices on the cybersecurity of the supply chain and the threat perceptions behind these practices such as which state or phenomenon constitutes the threat vary between countries, even between EU and NATO countries. Thus, it is even more difficult to develop common rules and standards at the international level. However, there is a pressing need to address the threats ahead of actual incidents since no country is exempt from supply chain cyberattacks. Therefore, further exchange of good practices across a wide range of countries as recommended by the UN GGE 2021 Report (para. 57 (b)) could be the best way ahead. Transparency, objectivity, and impartiality of these national approaches are key to success, as proposed in the UN GGE Report (para. 57 (a)).
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